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What is This Tutorial About? 

• Integrating Information Retrieval (IR) Techniques in Text Generation

Information
Retrieval

Text Generation Retrieval-Augmented
Text Generation

Close-book exam 
(Hard mode)

Open-book exam
(Easy mode)



Information Retrieval

• Information Retrieval (IR) is finding material of an unstructured nature (usually 
text) that satisfies an information need from large collections

• Web Search
• Video Search
• E-mail Search



Text Generation

• Text generation, also known as natural language generation, is the task of 
generating text with the goal of appearing indistinguishable to human-
written text

• Story Generation
• Dialogue Generation
• Machine Translation



The Challenge

• Create is more difficult than judge!

IJCAI-ECAI 2022 will 
be held on July?

True

False

When will IJCAI-ECAI 
2022 be held?

July

August

June

September

IJCAI-ECAI 2022 will be held at 
Vienna, Austria. What do you think 
about this conference? Will you 
attend this conference?

Write about following topic

Write at least 250 words.

Binary Classification Multi-Class
Classification

Text Generation

Require strong background 
information about IJCAI-ECAI 2022!



The information

• Any alternative ways?
• Endow model the capability to re-access its training data, or external 

resources

• Where are these information?
• In Training data

• How do we store these information
• In Model parameters
• This is why more data + bigger model always better in generation tasks

Close-book exam 
(Hard mode)

Open-book exam
(Easy mode)



Successful Applications

• Language Modeling
• Open-Domain Dialogue Generation
• Machine Translation
• Question Answering
• Summarization
• Paraphrase Generation
• Text Style Transfer
• Data-to-Text Generation
• Image Caption
• Code Generation
• …



Outline

Language Modeling
(25 Min)
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Dialogue Generation
(25 Min)

Machine Translation
(25 Min) + 

Conclusion (5 Min)

WARNING: this is a new research area, conclusions in this tutorial may be 
out-of-date soon!



Outline

• Background and Introduction
• Language Modeling
• Open-Domain Dialogue Systems
• Neural Machine Translation
• Conclusion and Outlook



Language Modeling

• Language Modeling is a fundamental NLP task that predicting what word 
comes next

A boy is looking at his _____

pencil

ball

toys

• Formally: given a sequence of words 𝑥!, 𝑥", … , 𝑥#, compute the probability 
distribution of the next word 𝑥#$!:

𝑃(𝑥!"#|𝑥#, … , 𝑥!)
Where 𝑥#$! can be any word in the vocabularyV = {𝑤!, … , 𝑤|&|}

• A system that does this is called a Language Model (LM)



Evaluation of Language Modeling

• Perplexity: an intrinsic evaluation method for LM
• Intuition: The probability of correct text (test set) should be high

• Formal definition:

𝑃𝑃 𝑊 =
! 1
𝑃(𝑤!, 𝑤", … , 𝑤')



We use LM every day! 



Traditional (Pre-Deep Learning) way: n-gram LM 

• N-gram Language Model
• Definition: A n-gram is a chunk of n consecutive words.

• 1-gram: “a”, “boy”, “is”, ”looking”, “at”, “his”
• 2-grams: “a boy”, “boy is”, “is looking”, ”looking at”, “at his”
• 3-grams:“a boy is”, “boy is looking”, “is looking at”, ”looking at his”
• …
• 6-grams: “a boy is looking at his ”

• N-gram LM: Collect statistics about how frequent different n-grams are

A boy is looking at his _____

𝑃 𝑥#$! 𝑥#, … , 𝑥! = 𝑃 𝑥#$! 𝑥#, … , 𝑥#()$" ≈
𝑐𝑜𝑢𝑛𝑡(𝑥#$!, 𝑥#, … , 𝑥#()$")
𝑐𝑜𝑢𝑛𝑡(𝑥#, … , 𝑥#()$")



Problems of n-gram LM

• Sparsity
• Hard to compute the probability of unseen text

• Storage
• Need to store count for all n-grams. Increasing n or corpus increases model size!



RNN Language Model

• Advantages:
• Can process any length input
• Theoretically, can consider very long 

context
• Model size doesn’t increase for longer 

input context

• Disadvantage:
• Recurrent computation is slow
• Difficult to access very long context in 

practice

a boy … his
𝑥! 𝑥" 𝑥#

𝑊$ 𝑊$ 𝑊$ 𝑊$

𝑊% 𝑊% 𝑊% 𝑊%

𝑈

ball book

Note: this input sequence 
could be much longer now!



Pre-trained Language Model (PLM)

• Two pretraining objectives:

Language Modeling (Also known
as Auto-regressive LM)

Masked Language Modeling

A boy is looking at his _____

pencil

ball

toys A ____ is looking at his ball

player boy girl

• Condition on the past only
• Representatives: GPT, GPT2, Retro
• It’s helpful when the output is a 

sequence:
• Dialogue (Condition on dialogue history)
• Story Generation (Condition on story title)

• Condition on both the past and the 
future

• Representatives: BERT, and its variants
• It’s helpful on Natural Language 

Understanding tasks
• Sequence Labeling & Semantic Matching



PLM for Text Generation

• Open-Ended Text Generation: Fluent, informative, and coherent

[Radford + 19]

https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf


Why So Good?

• Why so good?
• Big: big model, big corpus
• A way that teach the model remember knowledge in corpus

• What’s bad?
• Big->High cost on both time and space 



Motivation of Retrieval-Augmented LM

Remember? This is the 
Expertise of IR 

• Store knowledge in LM

Knowledge

• Store knowledge in non-
parametric index

Knowledge



Full List of Retrieval-Augmented LM

• Interpolation-based LM
• Improving neural language models with a continuous cache. ICLR 2017
• Generalization through memorization: Nearest neighbor language models. ICLR 2020
• Adaptive semiparametric language models. TACL 2021

• Masked LM and QA*
• Dense passage retrieval for open-domain question answering. EMNLP 2020
• Latent Retrieval for Weakly Supervised Open Domain Question Answering. ACL 2019
• Retrieval augmented language model pre-training. ICML 2020
• Retrieval-augmented generation for knowledge-intensive NLP tasks. NeuiPS 2020
• Leveraging passage retrieval with generative models for open domain question answering. EACL 

2021

• Huge-Index but Small-Size LM
• Improving language models by retrieving from trillions of tokens. DeepMind 2022

*Retrieval-Augmented QA is not the core of this tutorial, one may refer to ACL tutorial “Knowledge-Augmented Methods for Natural Language 
Processing” for more details about this area
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Interpolation-based Method: KNN-LM



KNN-LM: Intuition

x = Obama’s birthplace is ____ 

Language Model (GPT2)

PLM on vocabulary
Hawaii 0.2
Illinois 0.2

… …𝑞 = 𝑓(𝑥)=

Keys
f(Obama was senator for)

f(Obama was born in)
…

Values
Illinois
Hawaii

…

Nearest Neighbors

PKNN on vocabulary
Hawaii 0.6
Illinois 0.2

… …

(1 − 𝜆)𝑷𝑳𝑴+𝜆𝑷𝑲𝑵𝑵



Constructing the Index

Training Contexts ci Targets vi
Obama was senator for Illinois

Barack is married to Michelle

Obama was born in Hawaii

… …

Obama is a native of Hawaii



Constructing the Index

Training Contexts ci Representations 
ci = f(ci	)

Targets vi

Obama was senator for Illinois

Barack is married to Michelle

Obama was born in Hawaii

… … …

Obama is a native of Hawaii

The size of the datastore = The number of tokens in training corpus
Retrieval nearest contexts according to current context 𝒄𝒊



Back to Inference

[Khandelwal+ 19]

https://arxiv.org/abs/1911.00172


Back to Inference

[Khandelwal+ 19]

https://arxiv.org/abs/1911.00172


Back to Inference

[Khandelwal+ 19]

https://arxiv.org/abs/1911.00172


Key Results

Explicitly memorizing the training data helps generation

LMs can scale to larger text collections without the added cost of training, 
by simply adding the data to the index

A single LM can adapt to multiple domains without the in-domain training, 
by adding domain-specific data to the index



Key Results

Memorizing with Wikitext-103: 103M tokens, 𝜆 = 0.25

*Edouard Grave, Armand Joulin, and Nicolas Usunier. Improving neural language models with a continuous cache. In ICLR, 2017

Model Perplexity↓

Previous Best (Luo et al., 2019) 17.40

Base LM 18.65

KNN-LM 16.12
KNN-LM + Cont. Cache* 15.79



Key Results

Explicitly memorizing the training data helps generation

LMs can scale to larger text collections without the added cost of training, 
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by adding domain-specific data to the index



Key Results

From Wiketext-103 (100M tokens) to En-Wiki (3B tokens)

LM Training Data Index Perplexity↓

En-Wiki-3B - 15.17

Wiki-100M - 19.59

Wiki-100M En-Wiki 13.73

Retrieving from corpus  VS  training on corpus 



Key Results
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Key Results

Domain Adaptation from Wiki to Books

LM Training Data Index Perplexity↓

Books - 11.89

Wiki-3B - 34.84

Wiki-3B Books 20.47

Domain adaptation in a plug-and-play manner!



Summary

Explicitly memorizing the training data helps generation

LMs can scale to larger text collections without the added cost of training, 
by simply adding the data to the index

A single LM can adapt to multiple domains without the in-domain training, 
by adding domain-specific data to the index



Limitations of KNN-LM

High index cost: Index size = Token number!

High inference cost: times of retrieval = generation length

Gap between training and inference: No retrieval in training



Retrieval-Augmented MLM Pretraining



Introducing Explicit World Knowledge

Typical encoder: 𝑝(𝑦|𝑥)
y= pounds

x: we paid 20 __ at the 
Buckingham Palace gift shop

Knowledge-augmented encoder:𝑝(𝑦|𝑥, 𝑧)
y= pounds

x: we paid 20 __ at the 
Buckingham Palace gift shop

z: Buckingham Palace is home 
to the British monarchy

explicit knowledge



Problem: How to Select Right Knowledge

Knowledge-augmented encoder:𝑝(𝑦|𝑥, 𝑧)

y= pounds

x: we paid 20 __ at the 
Buckingham Palace gift shop z: ???

No golden labels  



Solution: try different documents

𝑝(𝑦 = ′𝑝𝑜𝑢𝑛𝑑𝑠′|𝑥, 𝑧!)

𝑧!: Buckingham Palace 
is home to…

𝑝(𝑦 = ′𝑝𝑜𝑢𝑛𝑑𝑠′|𝑥, 𝑧")

𝑧": The Wall Street …

High Low

x: we paid 20 __ at the Buckingham…

Neural Retriever: 𝑝(𝑧|𝑥)



The Model

𝑝 𝑦 𝑥 =E
5

𝑝(𝑦|𝑥, 𝑧)𝑝(𝑧|𝑥)

Knowledge-
Augmented 

Encoder

Neural Retriever

Challenge: Summation over millions of documents! 
(for every sample, ever gradient step)



Approximation: Dual-Encoder + MIPS

Retriever: 𝑝(𝑧|𝑥) ∝ ℎ(𝑥) 6ℎ(𝑧)

x: we paid 20 __ at 
the Buckingham…

ℎ(𝑥)

𝑧: Buckingham 
Palace is home to…

ℎ(𝑧) 𝑝 𝑦 𝑥 =-
&

𝑝(𝑦|𝑥, 𝑧)𝑝(𝑧|𝑥)

= -
&∈()*+(-)

𝑝(𝑦|𝑥, 𝑧)𝑝(𝑧|𝑥)

• Search top-k candidates via MIPS tool:



Key Results

• 3 open-domain QA datasets:
• Natural Questions, WebQuestions, CuratedTrec

• Baselines
• QRQA (Lee et al. 2019) – 330M paras

• Equivalent to REALM without joint training
• T5-base (220M), L (770M), XL (11B) (Raffel et al. 2019)



Key Results

[Guu+ 20]

https://arxiv.org/abs/2002.08909


Key Results

[Guu+ 20]

https://arxiv.org/abs/2002.08909


Comparison with KNN-LM

• Learnable Retriever and Joint Training Matters!

• Limitation: 
• Masked Language Model is unfriendly to Sequence Generation Tasks
• Retrieval in very coarse-grained (document) level



Retrieval-Augmented Auto-Regressive LM



Big Index + Small model

• RETRO: Retrieval-Enhanced transformer
• Bigger and Bigger index:

• from 200M~2B tokens (KNN-LM, REALM) to 2T tokens (RETRO）

• Smaller and Smaller Model: 
• From 175B parameters (GPT3) to 172M ~ 7.5B parameters (RETRO)

• Efficient training:
• Works well without joint training



Main Framework: Decoder
Retriever (frozen BERT): 𝑝(𝑧|𝑥)

𝑝 𝑦 𝑥, 𝑧%, … , 𝑧&
[Borgeaud+ 22]

https://arxiv.org/abs/2112.04426


Main Framework: Memory-Encoder
Retriever (frozen BERT): 𝑝(𝑧|𝑥)

𝑝 𝑦 𝑥, 𝑧%, … , 𝑧&
[Borgeaud+ 22]

https://arxiv.org/abs/2112.04426


Main Framework: Encoder-Decoder
Retriever (frozen BERT): 𝑝(𝑧|𝑥)

𝑝 𝑦 𝑥, 𝑧%, … , 𝑧&
[Borgeaud+ 22]

https://arxiv.org/abs/2112.04426


Nearest Neighbor Search

RETRO
Retrieval-

Enhanced Encoder

2021OUTPUT

https://jalammar.github.io/illustrated-retrieval-transformer/



Retrieval-Augmented Generation

The Dune film was 
released in

Dune is a 2021 American epic …
INPUT

NN1

Dune is a 1984 American epic …NN2

Encoder Block

Encoder Block

Encoder Block
…

Encoder

Cross-Attention

KEYS VALUES

Encoder stack

Decoder Block

RETRO Decoder Block

Decoder Block
…

Decoder

RETRO Decoder Block
…

𝑝(𝑦|𝐼𝑛𝑝𝑢𝑡, 𝑁𝑁!, … , 𝑁𝑁<)



Experimental Baselines

• Baselines:
• Small models:

• Jurasic-1 (Lieber et al., 2021): 178B parameters
• Gopher (Rae et al., 2021): 280B parameters

Gopher and Jurrasic-1 outperforms GPT-3 in most tasks!



Comparison with Large Models 

• Outperforms 7B baselines on all test sets
• Comparable with two very large models (178B and 280B) in 16 domains



Comparison with Other Retrieval-Augmented Models 

• Performance gain from big Database



An Interesting Sample

The RETRO model stays more on-topic than the baseline sample



The Evolution of Retrieval-Augmented LM

• Three types:  
• Token-level and Interpolation-based model
• Document-level and Joint-Training model
• Chunk-level, Frozen-Retriever, huge index model



Thanks!


