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Dialogue Systems @ O Allab
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aim to bridge humans and machines with a natural
language interface.
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-#  Wake up! Daddy’s home -

JARVIS — Iron Man’s Personal Assistant Baymax — Personal Healthcare Companion

* Humans have long dreamed a machine that understands our languages
and responds accordingly.

*Figure [Chen & Gao 17]
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Real-world Dialogue Systems ﬁﬁf’& O AlLab
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aim to bridge humans and machines with a natural
language interface.

Google Now (2012) Microsoft Cortana (2014)
Google Assistant (2016)

Amazon Alexa/Echo (2014)  Facebook M & Bot (2015) Google Home (2016)  Apple HomePod (2017)
*Figure [Chen & Gao 17]
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* Dialogue Systems can be categorized into three classes.
* Task-oriented bot "l need to get this done”
* Question answering bot "l have a question” el

* Open-domain chit-chat bot "Let's chat for fun” (O HTEIRRORE. ik
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Messages
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Open-domain Chit-chat Systems
.

* Dialogue Systems can be categorized into three
classes.

* Task-oriented bot "I need to get this done”
* Question answering bot "Il have a question’
* Open-domain chit-chat bot "Let's chat for fun”

« Compared to other types, open-domain chit-chat is
* More open-ended (one-to-many)
» focused on creating human-like conversations
* Not restricted in specific domains or tasks

* Input:
context/query/histg
* output: response

Tencent
Al Lab
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Approaches to Open-domain Chit-chat Systems
.
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* Early work in data-driven dialogue response systems
* retrieval-based [Jafarpour+ 10;i+ 14;Hu+ 15]
* Generation-based [Sordoni+ 15; Vinyals & Le 15; Shang+ 15]
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Retrieval-based Dialogue Response Systems Al Lab

.

* The ingredients of retrieval-based dialogue response systems
* A(large) database of context-response pairs (or single utterances)

* A similarity function measuring context-context similarity (e.g, BM25, TFIDF)
* Arelevance function measuring context-response relevance

* Most recent work has been focused on context-response relevance
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Query  Document Query Query  Document n fO rmation retrieva l
(a) Representation-based Similarity  (b) Query-Document Interaction (c) All-to-all Interaction
(e.g., DSSM, SNRM) (e.g., DRMM, KNRM, Conv-KNRM) (e.g., BERT)

[Khattab & Zaharia 20]
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Pros & Cons of Retrieval-based Systems
.
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* Advantages:
* fluent

* informative written & filtered by humans!
 controllable

* Disadvantage:
* This is likely that there is no appropriate response in the database

not tailored for input context!

User: How do you like the movie Iron Man?

— |

System: Oh, | almost cried when the Batman races to
save Rachel.

User: What are you talking about?

- 7 * suppose Iron Man is not included the database



Generation-based Dialogue Response Systems
.
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* Generation-based dialogue response systems

* Seq2Seq (encoder-decoder), similar to neural machine translation
* RNN/CNN/Transformer etc

Source:

conversation history

.. how are you ? EOS I ‘m fine
0000 0000 (Y X X ) 0000 0000 0000 0000 [ X X X ] 0000
0000 —» 0000 —» 0000 — 000FOC > 0000 —» 0000 —» 0000 ———>» 0000 —» 000O0C —»
encoder decoder

response ! m fine 5 thanks

[Sordoni+ 15; Vinyals & Le 15; Shang+ 15] *Figure [Gao+ 18]
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Pros & Cons of Generation-based Systems Tencent
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* Advantages:
e universal How was your weekend?
* coherent I don’t know.
* Disadvantages:
* Boring .
: : What did you do?
* Uninformative
* Less controllable I don’t understand what you are talking about.
it could say anything This is getting boring...
Yes that’s what I'm saying. r

Or...just say "l don't know!"

*Figure [Gao+ 18]
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s
» Safe response problem is one most critical issue in generation-based systems
* Recall the goal of open-domain chit-chat
* maximize user engagement with informative and enjoyable human-like responses
* Cause: trained models prefer the most common response among others
N
If you don't like Iron Man, then you should stop
going to movies. )
<
| have no idea.
J
- - e N
{ How do you like the movie Iron Man®? Iron Man was great! Almost every aspect worked
\and this film floored everyone. )
( Still, if the film is ultimately disappointing itis in )
part because it begins so well, and there is a lot
(_to enjoy before the over-the-top final act. )




Remedies for the Safe Response Problem
.
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* One-to-many modeling [Li+ 16; Zhao+ 17; Zhou+ 17; Zhang+ 18; etc]

* Conditional variational autoencoder, reinforcement Learning, persona, emotion, etc.

* Grounded response generation [Dinan+ 18; Zhou+ 18; Wu+ 21; Komeili+ 22; etc]
 Grounded on documents, knowledge graphs, images, etc
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Charts

" A: You should check out the
movie La La Land .

B: What's about it?
Als typing ...
Damien |
you may type ... ¢

It's a musical film directed by Damien &
Chazelle and Ryan Gosling is in it! o

A drummer, Damien Chazelle wrote
the screenplay for the movie in 2010.

La La Land was praised for Damien
Chazelle's screenplay and direction.


https://arxiv.org/abs/1510.03055
https://arxiv.org/abs/1703.10960
https://ojs.aaai.org/index.php/AAAI/article/view/10976
https://aclanthology.org/P18-1205
https://arxiv.org/abs/1811.01241
https://arxiv.org/abs/1809.07358
https://ojs.aaai.org/index.php/AAAI/article/view/17658/17465
https://aclanthology.org/2022.acl-long.579.pdf

Retrieval vs. Generation Allab
.
Retrieval-based Systems Generation-based Systems
Informativeness informative, long bland, short

good only if similar contexts
are in the database

Relevance can generate new responses

to unseen contexts

easy to control the Blackbox neural models

Controllability datab
atabase

Retrieval + Generation?



Shallow Integration of Retrieval and Generation % O Tencent
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* Switch to generation-based systems when retrieval is “not good”

query-response relevance

IR Answer o(r) = max o(r;)
4 Candidates Rerank
P q-r:ofr) r
query-query similarity d
Yes:r
N Output
Answer r

Generation

y

r

[Qiu + 17]


https://aclanthology.org/P17-2079/

Shallow Integration of Retrieval and Generation Tencent

Al Lab

.
. Ensemble: Retrieval results are fed into generation-based systems
. Ensemble: Rerank all produced responses (generation & retrieval)
( Retrieval W
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[Song + 18]
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Shallow Integration of Retrieval and Generation
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* Improving the Ensemble: Rerank all produced responses
* Model: GBDT => deep neural models
* Training Data: ground-truth/random negatives => labeled system outputs

Conversation
> Context
Cogvertsaxttlon —» Context Encoder —‘I Convolution f
onte Gancrated Pooling/MLP 9
Decoder |
Response g
Facts Encoder —‘I
7’
I e M~ -R-t- - ; ! Convolution 7
'[ Qe Pooling/MLP 3
I |
Generation Context Relevant Facts L nesponse s . | WERE_S_1).TTTTT T Loks
Module : ------ x :
o I Retrieved Convolution [;
_______ e o o e e e g : Responsery ! Pooling/MLP -
IR ' Ll e
Retrieval : Distant Supe?hion from
Module [ External Unstructured Knowledge Text : Hybrid Ranking Module ﬁ;::l:uth Response y"
(Wiki, Foursquare, CQA, Conversation History) |

[Yang + 19]
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Shallow Integration of Retrieval and Generation
.
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* Improving the Ensemble: retrieval-augmented generation
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should have higher effect during generation
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* Improving the First Ensemble: retrieval-augmented generation
« Differences in contexts provide an important signal for differences in responses.

(a) Prototype Selector (b) Neural Editor —
Current context: My friends and | wentte _
some vegan place for dessert yesterday. \ g
Ik -
15 Edit Vector !

vegetables at a vegan place nearby yesterday.

Prototype context: My friends and I had Tofu and < Attent;
tention

Fe
[prom s15mal|

Prototype response: Raw green vegetables are |
very beneficial for your health. ’

F—

Inputt Index j

oY
o
M

e { Source: |

[Wu + 19]



https://ojs.aaai.org/index.php/AAAI/article/view/4714

Tencent

LA

. . . o
Problems when Integrating Retrieval and Generation - O Al Lab
e

» Collapsing to the ordinary retrieval system

lose the ability to make : : :
nput-tailored responses  Filter out irrelevant content from retrieval

The retrieved responses typically contain excessive
information, including inappropriate words or entities. It is
necessary to filtered out irrelevant content.

Maintain the generalizability of generation

The guidance from retrieval should only specify a response
pattern or provide some information, but leave the details
fr to be elaborated by the generation model.

overly rely on retrieval
even copy irrelevant content
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Deep Integration of Retrieval and Generation Al Lah
* Retrieve-Remove-Rewrite
. / e T—= Skeleton Generator e
° extractlng response Skeleton T 0 );ll ike | appie | es , apple is my a\onuretrieved
query [| |j deletion words response
explicitly control the information inflow
Retrieval H I D P
Query: My son loves Disneyland. He is addicted to System it veckin <5 55 skelpton emeries
the Iron Man Experience. I:I |;| D : ;
retrieval system @ retrieve y ¥ F__Fx__ 11-1 HeStion; ok : :
e - Input Query: Do you like E banana | i bl [l el e el e ‘/
( [ Retrieved Query: Disneyland is amazing, I am ] 1 1o I Binary Classifier |
: addicted to the Mickey. E K Response Generator % v Gl :l \Gt"rlfos;ﬁleton \_\

Retrieved Response: My-daughter-loves Miekey,
too. She likes Mickey'sPhitharMagie-

’
.........................................................................................

skeleton generator -@ remove

[ Skeleton: loves ,too. like ]

response generator Q’ rewrite

I love the Iron Man, too. | like
watching Iron Man’s comics

Generated response: Yes, banana is my favorite
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Deep Integration of Retrieval and Generation
TT—

e Retrieve-Abstract-Follow Context My friends and I have started eating vegan
food since yesterday.

* extracting semantic structure :
Exemplar  Eggs are very beneficial for your body.

Frames FOoOD USEFULNESS BODY-PARTS
Responses Vegan food can be good for your health.
preserve the semantic structure Vegetables can do wonders for your body
Vegan food is very healthy.
avoid over-reliant on copying (inappropriate) words Exemplar I want to drink milk as well.
Frames DESIRING INGESTION FOOD

Responses  You want to eat some vegan food?
We eat a lot of vegetables.
It’s delicious. We like to eat organic food.

Positional
Embedding
Emsl pea' lk:gr <Speaker!> | <Speaker1> | <Speaker1> | <Speaker!> | <Speaker1> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2> | <Speaker2>
+
T°k°"<smm>m friends yesterday |<Speaker2s| <bof> Foop | USEFUL | BOOY | o mkerzs| <bo> | Vegetables body
Embedd‘ng NESS PARTS —
L J L J L J
Dialogue Context (Tokens) Response (Semantic Frames) Response (Tokens)

[Gupta + 21]
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Deep Integration of Retrieval and Generation
.

Tencent
Al Lab

Model Dist-2 Dist-3 MaUdE Coherent Fluent Consistent Interesting
Retrieval 0.294 0.526 0.921 241 2.61 2.48 2.32
GPT2-Gen 0.249 0.494 0.905 242 2.55 241" 2.187
LSTM-Tokens 0.182 0.380 0.890 2.04" 2.107 2.11" 1.89"
LSTM-Frames 0.185 0.392 0.901 2.36" 2.307 2.33" 1.97"
GPT2-Tokens 0.254 0.513 0.927 2.197 2.47" 2.29" 2.117
EDGE (Ours) 0.278 0.571 0.922 2.52 2.63 2.56 2.39
Human 0.385 0.720 0.911 2.76 2.69 2.78 2.44

Context Humanl: they sell everything. Humanl: actually 1 have a passion for chinese

Human2: well, 1 want chinese food. literature.
Human2: you do?

Retrieved well, what do you want to eat? yes, reading is my hobby.

Frames WHAT DESIRING INGESTION ? YES LINGUISTIC-MEANING

GPT2-Gen it’s a good idea. yes. 1’'m passionate.

LSTM-Tokens  well, what’s the you do? yes, 1 do.

LSTM-Frames i hope so. yes, 1 did.

GPT2-Tokens  i’m not sure what to get. what are you interested in?

EDGE (Ours)  you want to eat something chinese? yes. 1studied chinese literature at university.

[Gupta + 21]


https://aclanthology.org/2021.naacl-main.240/

Problems when Integrating Retrieval and Generation
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» Collapsing to the ordinary generation system
inconsistent context-retrieval-response triples for training

context-relevant # response-relevant

Query: How is your day today?

A ignore the retrieved ~ TOrTm AR RS
responses during Retrieval § .~  Vanilla:
training and testing ; guided retrieve | § seq2seq;

: collapse '

., Bad, I hate the weather. —. generate |

( 1

: @generate

good but inconsistent §m'smat°h § V §

with the target output
during training

Response Great, I get promotion today.
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Deep Integration of Retrieval and Generation .%5%. O Tencent
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* Response-consistent skeletons generated automatically from the target response
* Accurate skeleton extraction with distant supervision from semantic matching

Response: I love superhero movies. Batman is my favorite.
Io ry 2 I3
Embeddings | = | = |
context response Transformer

How is your day today? ——— Great! | get promotion today. [ 6 HEH

| Linear J;

+ Tra|n|ng Trlp|eS : Attention o I...Isuperhcrolmovies'.lBatmanl...l
1 Rl e s e
Great! | get _ today. : Bilinear ’04 [o1 Too J-05 pOs(q.7)
I promotion _. 6 FpssssemostewMRS i
| promotion _ Great! <t-—------—--- ! Quey |
Great! | __ tomorrow. mask, shuffle, replace ﬁ
L 9 H 9 (H 92 (- 93 |
skeleton

CH_H
9 91 92 93

Query: Would you like to watch Captain America?
[Cai + 19]
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Deep Integration of Retrieval and Generation
.

* Improve the best of two worlds:

o Higher informativeness than vanilla retrieval

o Higher relevance than vanilla generation

Models Informativeness Relevance Fluency
Retrieval 2.65 (0.90)1 2.58 (0.86) 2.96 (0.72)
Seq2Seq 2.01 (0.65) 2.58(0.53) 2.71(0.43)

Seq2Seq-MMI 2.47 (0.70) 2.79 (0.67) [2.99 (0.61)
RetrieveNRefine™ 2.30 (0.79) 2.62(0.63) 2.82(0.51)
EditVec 2.29 (0.61) 2.62 (0.60) 2.83(0.47)
Skeleton-Lex 2.45 (0.61) 2.80(0.56) 2.99 (0.46)
Ours 2.69 (0.87) 3.11 (0.55) | 3.20 (0.55)

Tencent
Al Lab

[Cai + 19]
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Deep Integration of Retrieval and Generation
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* Model response-posterior distribution

Tencent
Al Lab

P(ylz) = Z P,(z|z)Py(y|z, 2) - log P(y|z) Z|E.q(.|x.y) log Py (y|z, z)]

zetop-k(Py(.|x)) + +

retriever generator

DL (Q|Py)

v

response-posterior

- differentiate response-relevant from other context-relevant retrieval

- encourage the retriever to trust response-relevant

Outer loop with index refresh

'

k r

}
P .
Gorpus —(index) -+ - . —(Fetriove)— -
i
e

— —{indo)— " —(Retteve)— -
1

( Fast inner loop for model training \

Update p,, ¢

i i Rescore |— py(z]x) —
6 1

x Jy

[Paranjape + 21]
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Takeaways
.
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* Retrieval helps generation in open-domain dialogues
« promote informativeness and relevance
 provide explainability and controllability

* but... should be used with caution for the following problems
* Information overflow (overly rely on retrieval)
* Inconsistent context-retrieval-response training triples (ignore retrieval)



